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1 Recall

In the previous lectures, we introduce the feasible set K as follows:

‘Kz{xER”:gi(m)go, hi(xz) =0, izl,...,ﬁ,jzl,...,m}‘

Yesterday, we had discussed the Qualification condition as well:

We say the constraints K is qualified at x € K if p; > 0 and ¢; € R satisfy

¢
Z pigi(x) =0
=1

l m
Zp,ng(x) + ZC]thj(ZL’) =0
i=1 7=1

then it implies thatp; = - =pr=q¢ =+ = ¢, = 0.

and the Theorem related to optimal solution x* and qualified K is shown as follows:

Let 2" € K be a solution to (P) and assume that K is qualified at z*. Then there exists
Aty oo, ¢ > 0and pg, - -+, ey, € R such that

¢
Z )\igi<x*) =0
i=1

4 m
V@) + > AVg(a)+ Y pVhi(a®) =0

2 Checking Qualification Condition

Let us introduce a proposition first.
Proposition 1. Let © € K satisfies the followings (Mangasarian Fromovitz condition)
1. the family of vectors (Vhi(x),...,Vhy(z)) is linearly independent.
2. there exists a vector v € R" satisfying
(Vhj(x),v) =0,Vj=1,...,m

and

(Vgi(x),v) <0, Vi € I(z) :={k: gp(x) = 0}.

Then the constraint K is qualified at v € K.

1 Prepared by Max Shung



Remarks. Note that
(Vhi(z),...,Vhy,(x)) islinearly independent
= quth(:p) =0 = ¢;=0,Vj=1,...,m

j=1

<= Rank (Vh(z)) =m
Proof. Letpy,...,pe >0, q1,...,qn € R such that

ZPi%‘(@ =0 < pigi(x) =0, Vi=1,....¢

szng + Z q4;Vh(x

Define I(x) :={i =1,...,¢: g;(x) = 0} be the index set. Then, the equaliy holds would imply that
pi =0, Vig I(x) because g;(x) <0

Hence, we have

— > Ve +Zqﬂh

i€l(x)
- Di ng + q; Vh =0
ZEIZ() >0 <0 Z j

So, it follows that
1. Vi & I(x), we have p;, = 0.
2. Vi € I(x), we also have p; = 0.

and thus

~

Z Di v.gz +ZQ]V}L Zq]Vh

andqgy=q¢p=---=¢,=0 (by linearly 1ndependence). [
Let us go through an example and check the qualification condition by using the above proposition.

Example 1. Discuss the qualification condition for the problem mln 2z 4+ y.
r2+y2=1

Solution. From previous, we know ¢ = 0, m = 1 and letting h(z,y) = 2> + > — 1.

This follows that Vh(x,y) =

;‘;) It is clear that Vh(z,y) # 0 as 2° +y* = 1.

So { (;‘;) } is linear independent, the first item of the proposition is satisfied.

Moreover, letting v = —Y , then we verify that

() (7)) -

for all (z,y) € R? which also satisfied the second item of the proposition.
By the above proposition, K is qualified at each point (z,y) € K. <
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Example 2. Discuss the qualification condition for the problem 2mi2n xy.
ze+y <1

Solution. Clearly, we have ¢ = 1,m = 0 and let g(x,y) = L R VL

Then, we have Vg(z,y) = (35)
2z

Letting v = — <2y

) € R?, and we compute

Vgle.y)— (5] ) = —(4a> +49%) < 0
(Vo= (33))

if (z,y) # (0,0).
By the above proposition, we conclude that K is qualified at each points except 0. <

Example 3. Discuss the qualification for the problem

min x + 2
382 +y2:1
y2+22=4

Solution. Since ¢/ = 0, m = 2, letting hy (2,7, 2) = 2* + y* — L and hy(x,y, 2) = y* + 2> — 4.
Then, we have

2x 0
Vhl = 2y s th = 2y
0 2z
Note that if z = 0, then y = £2 and both contradicting to 2> + 3* = 1.
2z 0
For z # 0, then we have Rank | 2y 2y | = 2. To check the first item, it is easy that {Vhy, Vhy} is
0 2z

linearly independent.
For the second item, as the underlying space is R?, there exists v € R such that

v L Span(Vhy,Vhy) < (v,Vh;) =0, Vi=1,2

By the previous proposition, K is qualified at all points (z,y, z) € K. <

— End of Lecture 4 —
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